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Abstract

The goal of computer tailored health communications (CTHC) is to promote healthy behaviors by sending messages tailored to individual patients. Current CTHC systems collect baseline patient “profiles” and then use expert-written, rule-based systems to target messages to subsets of patients. Our main interest in this work is the study of collaborative filtering-based CTHC systems that can learn to tailor future message selections to individual patients based explicit feedback about past message selections. This paper reports the results of a study designed to collect explicit feedback (ratings) regarding four aspects of messages from 100 subjects in the smoking cessation support domain. Our results show that most users have positive opinions of most messages and that the ratings for all four aspects of the messages are highly correlated with each other. Finally, we conduct a range of rating prediction experiments comparing several different model variations. Our results show that predicting future ratings based on each user’s past ratings contributes the most to predictive accuracy.

Introduction

The term recommender system applies generally to any computer-based system that produces recommendations for items that individual users may like or find useful. Recommender systems encompass a variety of distinct paradigms including content-based information retrieval and collaborative filtering. The term collaborative filtering applies generally to a recommender system that makes predictions and recommendations on the basis of feedback information collected from a community of users with respect to a collection of items. Collaborative filtering itself includes two distinct paradigms: the explicit feedback paradigm and the implicit feedback paradigm. Both forms of collaborative filtering are widely used to provide personalized content on websites like Netflix.com and Amazon.com.

The long-term goal of this research is the development of a collaborative filtering-based computer tailored health communications (CTHC) system. The goal of CTHC-based interventions is to promote healthy behaviors by sending messages tailored to individual patients. Our work focuses on the important domain of smoking cessation support. Current CTHC systems collect baseline patient “profiles” and then use expert-written, rule-based systems to target messages to subsets of patients. These market segmentation-like interventions show some promise in helping certain patients reach lifestyle goals. However, rule-based systems may not account for socio-cultural concepts that have intrinsic importance to the targeted population, thus limiting their relevance. The main thesis of our work is that these issues can be largely overcome by building collaborative filtering-based CTHC systems that solicit user feedback about messages and use this feedback to guide the selection of future messages. Unlike expert systems, collaborative filtering systems estimate models of user sentiment from data using algorithms from machine learning and computational statistics. They have the ability to adapt to multiple sub-populations of patients over time and generally improve in performance as more data becomes available.

In this paper, we report the results of an initial study assessing multiple aspects of subject sentiment with respect to smoking cessation support messages. The study involved 100 subjects and a collection of 50 messages currently in use on our smoking cessation support website, decide2quit.org. We follow the explicit-rating paradigm and requested that subjects assess messages by providing ratings on a five-point scale. Traditional applications of collaborative filtering are designed to identify items that a user might like or find useful, so users typically provide preference ratings for items. In the case of CTHC, the goal is to induce health behavior changes and it is not immediately obvious what type of feedback about messages would have the most utility with respect to this goal. Therefore, in this study, we asked each subject to provide ratings of four different aspects of messages: influence, emotional response, relevance and preference. Each subject provided ratings for five different randomly selected messages.
Our results show that most users have positive opinions of most messages and that the ratings for all four aspects of messages are highly correlated with each other. Finally, we conduct a range of rating prediction experiments comparing several different model variations. Our results show that predicting future ratings based on each user’s past ratings contributes the most to predictive accuracy.

Background

The delivery of general health communication materials (brochures, pamphlets) has limited effect, as the communication may contain information that is not applicable to an individual’s psychological state, behavior, or situation. The Elaboration Likelihood Model (ELM) suggests that behavioral change is a result of personalization. In CTHC, messages are targeted to patient characteristics. CTHC systems use theory-driven, expert-written rules to provide different messages to subsets of patients. This market segmentation removes superfluous material, hopefully providing more relevant information. CTHC systems have been marginally effective in triggering behavior changes across health domains. For example, in a review of ten published trials of CTHC for smoking cessation, six showed significantly higher cessation rates than comparison groups. Our research into enhancing tailored health communication is motivated by the highly significant public health challenge of smoking cessation. Smoking is the number one preventable cause of premature death in the United States and estimated medical costs of treating smokers are more than US 96 billion a year. Novel patient-centered methods to support an individual’s decision to quit smoking are thus greatly needed.

The current framework for developing health communication interventions is driven by health behavioral experts. It begins by identifying intervention objectives based on constructs in behavioral theories. However, this top-down expert-driven approach may neglect concepts that have intrinsic importance to the targeted population. The theory-to-context disconnect is especially true for minority patients, who have unique socio-cultural dimensions such as interconnectedness, health socialization, and health care system factors that influence their personal perspectives. Community-level input is critical for the development of interactive health communication interventions. Even with community input, using theory to generate complex rules may fail to create relevance. Systems limited to theoretical assumptions for market segmentation cannot automatically adapt to their users, and may become less effective over time. These systems ignore the potential to collect large amounts of empirical data from thousands of users of CTHC systems.

Outside of the healthcare domain, Google, Amazon, Netflix, Yahoo and others increasingly rely on user preferences to deliver personalized content and services. Such systems have the capacity to combine behavior, perspectives and preferences from a group of people to generate novel insights about specific individuals. For example, Netflix combines the community’s past preferences with those of a specific user to recommend new movies the user might like. Amazon combines the community’s purchase history with the current product a user is viewing to recommend other products the user might be interested in. This personalization is provided by statistical models and algorithms collectively known as recommender systems.

Recommender systems are computer programs that produce recommendations for items that individual users may like or find useful. Recommender systems encompass a variety of distinct frameworks including content-based information retrieval and collaborative filtering. While both frameworks can be applied to tailor health communications, they each have weaknesses when applied individually. Selecting messages based on patient profiles and characteristics of health communication messages is a special case of a content-based information retrieval problem. However, when the patients and messages are naturally described using different sets of features (e.g., profile information vs. words of a message), standard information retrieval methods developed for familiar domains like web search cannot be directly applied. This has led to the use of rule-based CTHC systems with essentially no ability to adapt to user feedback, as described above. Selecting messages based on feedback about their motivational potential is a collaborative filtering problem. Collaborative filtering systems leverage the combined feedback of a large community of users with respect to a collection of items to make personalized recommendations to individual users. Collaborative filtering systems can make recommendations on the basis of implicit or explicit feedback. Implicit feedback consists of observations of user actions, while explicit feedback typically consists of numerical ratings for items. For example, Amazon is an implicit feedback system that uses purchase history and product views to recommend new products, while Netflix is an explicit feedback system that uses movie ratings to recommend new movies. Collaborative filtering systems do not require information about the users or the
items to be recommended apart from the feedback indicators. However, when content information about users and items is available, pure collaborative filtering systems are unable to take advantage of it, often leading to lower quality recommendations. Because of the above limitations in both of the recommender systems approaches, moving the field of health communication forward will likely require going beyond the simple application of either approach. Our goal is to understand what types of explicit feedback may be useful in the context of tailored health communications and how to best integrate the feedback with content information.

**Methods**

In this section we describe the data collection, rating data analysis, predictive models and model estimation methodology that underlie this study.

**Data Collection:** We collected feedback on smoking cessation support messages from 100 subjects using an online survey. Each subject provided ratings for five unique messages drawn randomly from a pool of 50 messages. This 50 message pool was in turn drawn from those in active use on our smoking cessation support portal decide2quit.org. Subjects were asked to assess the messages they were shown by responding to four different questions. The answer to each question was provided on a five-point scale where 1 indicated “strongly agree” and 5 indicated “strongly disagree.” Note that this is the opposite of the five-point scale used in the majority of recommender systems research where 5 typically indicates the highest preference level, while 1 indicates the lowest preference level. Each question measured a different aspect of a subject’s response to a message including perceived influence, emotional response, relevance and preference. The four specific questions used to solicit the ratings are listed below. The order that the questions were presented was varied from subject to subject.

- Question 1: This message influences me to quit smoking?
- Question 2: This message affected me emotionally?
- Question 3: This message was relevant to my everyday life?
- Question 4: I would like more messages like this one?

**Rating Data Analysis:** We analyze several different facets of the ratings collected for this study. First, we compute the marginal rating distribution for each question. For each question, this is simply the proportion of each of the five rating values collected from all subjects responses to all messages. Note that a small number of subjects did not supply ratings for all messages. We compute the distribution over the supplied ratings. We then compute the joint distribution over rating values for each pair of questions to assess the degree to which subjects assign different ratings to the same message when prompted by different questions. For each question, we also investigate the relationship between the average rating and the variance of the ratings for each message.

**Rating Data Modeling:** Our predictive analysis is based on the use of a model that incorporates global, user-specific and message-specific bias terms; user and message-based feature terms; and matrix factorization terms when predicting a given rating $r_{um}$. The full model for user $u$ and message $m$ is shown in Equation 1. We also consider the performance of multiple sub-models of the full model, each containing a different sub-set of these terms included in Equation 1. We describe each of the terms in detail below and discuss how to learn the parameters of the model in the next section.

$$r_{um} \approx B^G + B^U_u + B^M_m + \sum_{f=1}^{D_U} V^U_f F^U_{uf} + \sum_{f=1}^{D_M} V^M_f F^M_{mf} + \sum_{k=1}^{K} W^U_{uk} W^M_{mk}$$  \hspace{1cm} (1)

- **Bias Terms:** The first term in Equation 1, $B^G$, is a global bias term. This captures the overall deviation from zero of the ratings. The second term, $B^U_u$, is a user specific bias. Some users may generally rate messages higher or lower regardless of what the message is. This deviation is captured in the user bias. The third term, $B^M_m$, is a message specific bias. Some messages may be universally liked or disliked. The message bias captures the overall popularity of a message. These bias terms are
a critical part of modern recommender systems and can account for a high proportion of the system’s performance.\textsuperscript{13}

- **User and Message Feature Terms:** The third and fourth terms in Equation 1 model the correlations between rating values and various user and message features. A variety of side information is known both about users and messages. The user side information we use includes features such as age, gender, race, education level, and information about smoking behavior and readiness to quit. The message features include the message source (expert or community provided), features indicating the intended target group of the message with respect to readiness to quit, and features derived directly from the text of the messages. The model assumes a linear relationship between these features and the rating values. The user and message feature values are denoted as $F_{u}^{U}$ and $F_{m}^{M}$, respectively. The corresponding user and message feature parameter are denoted by $V_{f}^{U}$ and $V_{f}^{M}$. $D_{U}$ and $D_{M}$ indicate the dimensionality of the user and message feature vectors.

- **Matrix Factorization Terms:** The final term in Equation 1 represents a rank-$K$ factorization. This portion of the model allows us to capture structure in the ratings matrix that cannot be accounted for by the observed features or the bias terms. A matrix factorization model takes a partially observed matrix and approximates it as the product of two lower dimensional matrices with a specified rank $K$. In our case, these factors are denoted $W^{U}$ and $W^{M}$. The reduction in dimensionality forces the model to extract the statistical regularities in the data, which can be used to make predictions. For simplicity, Figure 1 shows an illustration of this approximation when used in isolation (no bias or feature terms). In this case, an individual entry, $r_{um}$, is modeled as the dot product of user $u$’s row in $W^{U}$ and message $m$’s column in $W^{M}$, as shown in Equation 1. One interpretation of these matrices is that $W_{mk}^{M}$ represents an unobserved attribute of message $m$ and $W_{uk}^{U}$ represents user $u$’s preference for that attribute.\textsuperscript{15} In this way, if message $m$ has a high value for attribute $k$ and user $u$ has a high preference for attribute $k$, the model will predict a high rating value.

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{matrix_factorization_model}
\caption{Illustration of the matrix factorization model.}
\end{figure}

**Model Estimation:** The parameters of the above model are $B^{G}$, $B^{U}$, $B^{M}$, $V^{U}$, $V^{M}$, $W^{U}$, and $W^{M}$. We estimate these parameters from the observed data using a regularized least squares criterion. In a standard least squares method, the model parameters are chosen to minimize the sum of squared differences between the predicted and true output values. When working with limited amounts of data, this method alone can lead to over-fitting. This over-fitting can be mitigated by including an $\ell_{2}$ penalty term, which penalizes the squared $\ell_{2}$ norm of the parameters, preventing them from becoming overly large in magnitude. We apply this penalization to all model parameters except the global bias term $B^{G}$ since this term is a single scalar value. The optimal parameter estimates under this criterion are not available in closed form for the model presented in Equation 1. They are instead obtained using numerical optimization. We use the limited memory BFGS method for numerical optimization.\textsuperscript{22} The objective function is given in Equation 2 where we sum over all user-message pairs $(u, m)$ in the observed data $D$. The parameter $\lambda$ is a penalization hyper-parameter that controls the strength of the penalty terms. We discuss how to choose $\lambda$ in the next section.

$$
\sum_{(u,m)\in D} \left( r_{um} - \left( B^{G} + B_{u}^{U} + B_{m}^{M} + \sum_{f=1}^{D_{U}} V_{f}^{U} F_{uf}^{U} + \sum_{f=1}^{D_{M}} V_{f}^{M} F_{mf}^{M} + \sum_{k=1}^{K} W_{uk}^{U} W_{mk}^{M} \right) \right)^{2} + \lambda \left( \|B^{U}\|_{2}^{2} + \|B^{M}\|_{2}^{2} + \|V^{U}\|_{2}^{2} + \|V^{M}\|_{2}^{2} + \|W^{U}\|_{2}^{2} + \|W^{M}\|_{2}^{2} \right) \tag{2}
$$
Hyper-Parameter Selection and Prediction Accuracy: Due to the limited amount of data available in our pre-pilot study, we test predictive performance using a triple cross validation procedure. In this procedure, making a prediction for the individual rating $r_{um}$ for user $u$ and message $m$ requires three steps and three partitions of the data. First, we take the observed ratings from all other users, call this set $D_{-u}$, and use a five-fold cross validation to set the penalization parameter $\lambda$. This involves splitting $D_{-u}$ into five equal folds, calculating the validation set error for each fold from a model estimated using the remaining four folds, and choosing the penalization parameter value that has the lowest mean absolute error across all five folds. Second, we re-estimate the model parameters that do not involve user $u$ using all ratings in $D_{-u}$ and the tuned value for $\lambda$. Finally, we estimate the parameters that involve user $u$ using all of user $u$’s ratings except for $r_{um}$. We use this collection of model parameters to predict $r_{um}$ using Equation 1. This is done for each rating in our data set. The accuracy of the predicted ratings is again evaluated using the mean absolute error between the predictions and the actual observed ratings. We use the average absolute error as our error measure throughout the next section.

Results

In this section, we report the results of our study including the rating data analysis and predictive analysis.

Marginal Rating Distributions: The individual rating distributions for each question are shown in Figure 2. Any requested rating values that were not entered by the subjects were discarded and results are based on the obtained responses. Each of the four questions shows a similar distribution of responses. We can see that greater than 50% of the probability mass is associated with “strongly agree” or “agree” for each of the four message aspects, indicating generally positive assessments. The next question of interest, which we discuss below, is the degree to which ratings are correlated across question types.

Joint Rating Distributions: In order to evaluate the relationships between questions, joint distributions for each question pair were calculated. Any subjects that did not supply ratings for all questions were removed from this analysis. The joint distributions are shown as heat-maps in Figure 3. The high values along the diagonals of each plot show that there is relatively high correlation between the responses to different questions. This indicates that there may be limited utility in having users assess all four message aspects in the future.

Per-Message Mean Rating and Rating Variance Analysis: Figure 4 shows the average rating for each message versus the rating variance for that message (plotted for each question). Any requested rating values that were not entered by the subjects were discarded and results are based on the obtained responses, resulting in different numbers of observations per message. This is shown in Figure 4 by the opacity of the points. These plots show an important trend. While there are some messages that all subjects thought positively of, we can see that messages with higher mean ratings (more negative assessments) also tend to have higher variance. It may thus be possible to provide effective personalization by selecting messages that users will have positive opinions of from among the medium-to-high variance messages. In order to accomplish this selection, we need to be able to rank unobserved messages effectively. A common approach to ranking is to predict rating values for each item a user has not yet rated, and then rank the messages according to their predicted ratings. Accurate ranking thus relies on accurate rating prediction. In the next section, we assess the rating prediction accuracy of the model introduced in Equation 1.
Rating Prediction Accuracy: Finally, we report the results of our predictive analysis. The model we described in the previous section incorporates global, user and message bias terms, user and message feature terms, and matrix factorization terms. We experiment with all combinations of models that use either the user and message bias terms or the user and message feature terms. We apply each of the models to each of the four questions. The results we report are averaged over all ratings in the data set, as described in detail in the previous section. We give the results in Table 1. Each row corresponds to a model that includes different terms. $B^G$ indicates the global bias term, which is included in all models. $B^U$ and $B^M$ indicate user and message bias terms. $F^U$ and $F^M$ indicate user and message feature terms. Due to the relatively small amount of data, we only consider a $K = 1$ matrix factorization model. The inclusion of the matrix factorization component is denoted by $MF$.

The results for all questions show that the user bias terms $B^U$ contribute the most to prediction accuracy over all questions. However, the model with the minimum error for each question includes additional terms. For Question 1, the optimal model uses the global, user and message bias terms. For the remaining questions, the optimal model uses these terms as well as the matrix factorization terms. We can also see that models including the user and message feature terms $F^U$ and $F^M$ perform much more poorly than models that
include the bias terms. This indicates that incorporating the features using linear models is not effective. The results might be improved by using feature selection to include only those features that are most correlated with the observed ratings or by incorporating the features using different model structures.

Conclusions and Future Directions

In this paper, we report the results of an initial study assessing four aspects of subject sentiment with respect to smoking cessation support messages: influence, emotional impact, relevance and preference. Our results show that most users have positive opinions of most messages. Per-message analysis revealed the existence of a positive correlation between the means and variances of the ratings for each question. This indicates that it may be possible to provide effective personalization by selecting messages that users will have positive opinions of from the medium-to-high variance messages. Finally, we have conducted a range of rating prediction experiments comparing different model variations. Our results show that the user bias terms contribute the most to predictive accuracy, but the optimal models for different questions used additional terms including message bias terms and matrix factorization terms. This initial evaluation represents the first step toward our long term goal of developing a collaborative filtering-based computer tailored health communications system. The next step of our research is to conduct a much more extensive rating collection phase where we will gather data on 20 messages per subject for over 500 subjects. This will provide much more data to explore the application of more complex models.
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